Large Capacitance Enhancement Induced by Metal-Doping in Graphene-Based Supercapacitors: A First-Principles-Based Assessment
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ABSTRACT: Chemically doped graphene-based materials have recently been explored as a means to improve the performance of supercapacitors. In this work, we investigate the effects of 3d transition metals bound to vacancy sites in graphene with [BMIM][PF₆] ionic liquid on the interfacial capacitance; these results are compared to the pristine graphene case with particular attention to the relative contributions of the quantum and electric double layer capacitances. Our study highlights that the presence of metal-vacancy complexes significantly increases the availability of electronic states near the charge neutrality point, thereby enhancing the quantum capacitance drastically. In addition, the use of metal-doped graphene electrodes is found to only marginally influence the microstructure and capacitance of the electric double layer. Our findings indicate that metal-doping of graphene-like electrodes can be a promising route toward increasing the interfacial capacitance of electrochemical double layer capacitors, primarily by enhancing the quantum capacitance.
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INTRODUCTION

Electrochemical double layer capacitors (EDLCs) are energy storage devices with high power densities and lifetimes. Currently, graphene-based materials and ionic liquids (ILs) have garnered considerable interest as candidates for the electrode and electrolyte, respectively, in order to improve the capacitance and, thereby, the energy density. Modification of the electrode through doping or functionalization has been experimentally reported to further enhance the capacitance; this improvement is suggested to be broadly due to a combination of facilitated electrolyte wettability and electrode accessibility, increased electrical conductivity, and possible pseudocapacitance, although the specific reasons are still unclear. According to very recent fundamental studies of the electrode–electrolyte interface, the total interfacial capacitance (C_T) of graphene-based EDLCs can be determined from both the electrode and electric double layer (EDL) capacitances (C_D) which are in series. Furthermore, a series of theoretical work have demonstrated that the (electrode) quantum capacitance (C_Q), and thereby, C_T can be significantly enhanced as a result of changes in the electronic structure through dopants, defects, and/or structural deformation.

Graphene-based materials decorated with metal (M) adatoms and/or nanoparticles have been widely studied as a means to induce doping; the resulting modification of the electronic structure could significantly influence their performance for a variety of applications. The electronic doping due to metal adsorbates has been thought to form a dipole layer at the metal/graphene interface, the so-called interfacial dipole layer. More recently, several theoretical and experimental studies have shown that transition M atoms can be strongly bound to vacancy (V) defects along the graphene lattice. Using this approach, it may be possible to more precisely and dramatically alter the electronic structure of graphene, and subsequently the C_Q and C_D of the electrode–electrolyte interface, through controlled incorporation of desired dopant species and amounts. To date, however, the relative influence of M–V complexes on both C_Q and C_D, and therefore C_T, remains largely unexplored.

In this manuscript, we investigate the influence of metal incorporation in graphene on C_T based on a model system of M–V graphene complexes in [BMIM][PF₆] IL using a combined classical molecular dynamics (MD) and density functional theory (DFT) approach. In particular, we are interested in understanding the impact of M–V complexes...
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RESULTS AND DISCUSSION

The Influence of Metal Dopants on the Electronic Structure and Quantum Capacitance. In this work, we investigate transition metals bound to two different graphene defect sites with a defect density ($n_d$) of 7.6 × 10$^{13}$ cm$^{-2}$, as illustrated in Figure 1. To the left, a single metal (M) atom is bound to a monovacancy (MV) site of graphene, which hereafter will be referred to as the M−MV complex; the M is bonded to the three nearest C atoms while also tending to lie out-of-plane. On the right, the M is bound to a divacancy (DV) site, which we call the M−DV complex; the M is now coordinated to the four nearest C atoms. While each of the M−C bond lengths for the M−DV complexes are larger than that of the M−MV complex, the M elevation is also smaller. In fact, Ni, Cu, and Zn tend to be planar with the graphene lattice. All binding energies and details of the geometry (bond length and M elevation) can be found in Figures S1 and S2, respectively. In addition, the calculated magnetic moments were found to be in good agreement with previous studies29,30 and can be found in Figure S3.

The presence of M impurities and/or C vacancies can affect the electronic structure of graphene. But before analyzing the M−V complexes, we first examine the electronic density of states (DOS) of the unreconstructed MV defect; note that the unreconstructed MV defect has $D_{3h}$ symmetry, unlike the fully relaxed MV defect which has $C_{2v}$ symmetry.53 As shown in Figure 2, near the Fermi level ($E_F$), we observe the existence of both $sp^2$ dangling bond and $p_z$ states arising from the three undercoordinated C atoms; here, the $p_z$ peak appears to be 1 eV below the $sp^2$ peak (which is doubly degenerate). Having identified these quasi-localized $p_z$ and $sp^2$ states around the vacancy site, we now explore their hybridization with the M 3d states.

Figure 3 depicts a molecular orbital model30 near $E_F$ for the Ti case which serves as an example for the M−MV complexes; note that the M−C interaction is dictated by the orbital overlap between C $2sp^2$ and $2p_z$ and M 3d states, while the emptied M 3s states are found well above $E_F$. The overlap between the C $sp^2$ and out-of-plane M $d_{xz}$ and $d_{yz}$ orbitals can result in $\sigma$-$\sigma^*$ states as shown in the band-decomposed charge density isosurfaces; this is possible since the M atom is elevated with respect to the graphene lattice. In addition, $\pi$-$\pi^*$ states arise from the hybridization of C $p_z$ and M $d_{xy}$ orbitals, as also seen from the band-decomposed charge density isosurfaces; the $\pi$ ($\pi^*$) state is expected to have a majority fraction of $p_z$ ($d_{xy}$) character. The in-plane $d_{xy}$ and $d_{xy-\pi}$ orbitals, which are elevated with respect to the graphene lattice, remain largely nonbonding.

Figure 4 shows the PDOS of the M $d$ and the three neighboring C $sp^2$ and $p_z$ orbitals for each M−MV complex (the total DOS is presented in Figure S4). We find that the predicted relative positions of the PDOS peaks are in good agreement with the model shown in Figure 3; as the number of valence d electrons increases from the Sc to Zn cases, the...
Figure 4. Spin-polarized density of states (DOS) projected onto the metal 3d orbitals (shaded) and 2sp^2 (red) and 2p^3 (black) orbitals of the C atoms at the monovacancy site; positive (negative) values refer to the spin-majority (minority) state. The 2sp^2 and 2p^3 curves have been amplified by a factor of 2 and 5, respectively, for emphasis. The dashed line indicates the position of the Fermi level. The peaks near the Fermi level have been labeled to indicate the corresponding metal–carbon hybridization, as described in the text.

Figure 5. Spin-polarized density of states (DOS) projected onto the metal 3d orbitals (shaded) and 2sp^2 (red) and 2p^3 (black) orbitals of the C atoms at the divacancy site; positive (negative) values refer to the spin-majority (minority) state. The 2sp^2 and 2p^3 curves have been amplified by a factor of 2 and 5, respectively, for emphasis. The dashed line indicates the position of the Fermi level. The peaks near the Fermi level have been labeled to indicate the corresponding metal–carbon hybridization, as described in the text.

previously identified M–C states are progressively filled. As an example, consider the Sc and Ti cases which have occupied σ and π states within −1 < E − E_F < 0.5 eV and −2 < E − E_F < −0.5 eV, respectively. In the former case, the π state is partially filled (with zero magnetic moment [Figure S3]), which suggests that Sc tends to accept an electron from the π system of graphene.30 In addition when compared to the Sc case, the Ti case exhibits increased hybridization between the sp^2 and d_{xy} and d_{xz} orbitals, as suggested by the broadened features of the corresponding peak (indicated by σ) located around −2 < E − E_F < −1.5 eV; this is consistent with the fact that Ti has the larger binding energy [Figure S1]. The nonbonding states are occupied next as demonstrated by the V, Cr, Mn, and Fe cases; these states are indicated by the sharp d PDOS peaks, reflecting the localization of the d_{xy} and d_{x^2−y^2} states, which tend to appear within −1 < E − E_F < 1 eV. Note that in the V, Cr, and Mn cases, the spin-majority nonbonding and π* states are filled sequentially since a high-spin configuration is favored. Subsequently, the π* and σ* states are successively filled in the Co, Ni, Cu, and Zn cases, which is also well demonstrated by the decreased binding affinity of Cu and Zn compared to the other M atoms [Figure S1].

We next similarly analyzed the electronic structure of the M–DV complexes; the PDOS plots for the M–DV cases are depicted in Figure S5 (the total DOS is shown in Figure S4). Here, the bonding nature of the M to the DV site differs from that of the MV site in several distinct ways. First, the C sp^2 orbitals and in-plane M d_{xy} and d_{xz} orbitals overlap to form σ–σ* states, as demonstrated by the band-decomposed charge density isosurfaces [Figure S5]; the d_{x^2−y^2} orbitals tend to hybridize with the out-of-plane d_{sz} and d_{xy} orbitals [Figure S5]. Note that in the Sc case, the σ state is partially filled (with magnetic moment 0.4 μ_B [Figure S3]), which suggests that Sc accepts an electron from the π system of graphene (yet to a lesser extent than in the M–MV case). The second major difference is the absence of π–π* states (between C p_z and M d_{yz}) due to the extended separation between M and C atoms [Figure S2]. As a result, the M d_{yz} and d_{xz} orbitals remain nonbonding [as seen in the band-decomposed charge density isosurfaces in Figure S5] and appear as sharp d PDOS peaks within −1 < E − E_F < 1 eV in the V through Ni cases. In addition, the PDOS of p_z tends to be broadened within the depicted window, suggesting that the p_z orbitals remain well-coupled to the extended π system. The final distinction is observed in the Cu and Zn cases in which the π* states are filled; note that the binding energy of Cu and Zn in the DV case is predicted to be larger than that of the MV case [Figure S1].

From the band-decomposed charge density isosurfaces, we also observe that the aforementioned M–C hybrid states can be partially coupled to the extended π system of graphene. Therefore, we can expect the majority fraction of injected charge carriers to spread over the graphene lattice with some accumulation near the M atom. In addition upon binding to the vacancy site, we also expect charge to be transferred from the M atom to graphene, which we can quantify using Bader analysis34 [Figure S6]. In the next section, we explore the impact of this charge redistribution on how these M–V complexes interact with [BMIM][PF_6] IL at the electrode–electrolyte interface. Here we should note that the quantitative predictions hitherto, particularly in the Mn case, may require further refinement since conventional DFT is well-known to underestimate the electron localization.35 However, given the metallic nature of these M–C hybrid states, we can expect conventional DFT to adequately characterize the electronic structure.

From the DOS, the quantum capacitance (C_Q) is calculated from12
where \( e \) is the elementary charge, \( D(E) \) is the electronic DOS, \( F_\mu(E - \mu) \) is the thermal broadening function \([= (4k_B T)^{-1} \text{sech}^2(E/2k_B T)]\), and \( E \) is the energy with respect to the Fermi level \( E_F \). Figure 6 shows the calculated \( C_Q \) of the M–MV [left] and M–DV [right] complexes at 300 K as a function of local potential (\( \phi_{\mu} \)). In each panel, \( C_Q \) ranges from 0 to 200 \( \mu \text{F/cm}^2 \).

In order to analyze the charging behavior of the electrode, we next compute the excess surface charge density (\( \sigma \)) as a function of \( \phi_{\mu} \) in Figure 7 and compare it to that of pristine graphene; note that \( \sigma = \int_{-\infty}^{\phi_{\mu}} C_Q \, d\phi \). From Figure 7, it is abundantly clear that each of the M–MV and M–DV complexes store significantly more charge than pristine graphene [shaded] within a 2 V window. Note that in several M–MV cases (most notably in the Sc case but also in the V, Cr, and Mn cases), \( \sigma \) profile exhibits plateaus due to the lack of available electron states. In comparison, the monotonic increase in the \( \sigma \) profiles for the M–DV cases remains quite agnostic of metal dopant type. These plateau-like features are consistent with the fact that the impurity states tend to be more localized in the M–MV cases.

Impact of Metal Doping on the Electric Double Layer Microstructure and Capacitance. We next investigate the impact of the M–MV and M–DV graphene electrodes with \( h_d = 7.6 \times 10^{13} \text{ cm}^{-2} \) immersed in [BMIM][PF\(_6\)] IL on the electric double layer (EDL) microstructure and subsequently, the (integral) EDL capacitance \((C_Q)\). Specifically, we use MD simulations to examine how the doping-induced charge redistribution and the elevation of the M atom influence the EDL; note that the microstructure is influenced by only nonbonding interactions that are sufficiently captured using Coulomb and Lennard-Jones potentials, therefore precluding the use of more complex and computationally expensive reactive force fields such as ReaxFF.\(^{36}\) We have chosen to study Ti–MV, Ti–DV, Ni–MV, and Ni–DV complexes in order to study a wide range of M atom elevations and partial charges; for example, the elevation of the M atom in Ni–MV and Ni–DV complexes varies by 1.35 Å (with similar partial charges) and the partial charge of the M atom in the Ti–DV and Ni–MV cases varies by around 1 e (with similar elevation).

Table 1 summarizes the elevation and partial charge of the M atom used in the MD simulations for each M–V complex; note that a rectangular cell was used in these calculations.

### Table 1. Summary of the Metal Atom Elevation and Partial Charge at Varying \( \sigma (\mu \text{C/cm}^2) \) Calculated from Density Functional Theory and Used in Classical Molecular Dynamics Simulations

<table>
<thead>
<tr>
<th>Elevation (Å)</th>
<th>Partial Charge (( \sigma = 0 ))</th>
<th>Partial Charge (( \sigma = +4.7 ))</th>
<th>Partial Charge (( \sigma = -4.7 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti–MV</td>
<td>1.8</td>
<td>1.37</td>
<td>1.33</td>
</tr>
<tr>
<td>Ti–DV</td>
<td>1.0</td>
<td>1.52</td>
<td>1.49</td>
</tr>
<tr>
<td>Ni–MV</td>
<td>1.35</td>
<td>0.50</td>
<td>0.47</td>
</tr>
<tr>
<td>Ni–DV</td>
<td>0.0</td>
<td>0.63</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Near Uncharged Electrodes. In Figure 8a–d, we compare the mass density \( (\rho_m) \) profiles of BMIM and PF\(_6\) near (a) Ti–MV, (b) Ti–DV, (c) Ni–MV, and (d) Ni–DV graphene electrodes as a function of distance from the electrode (\( z \)). All four cases exhibit oscillatory profiles that dampen away from the electrode, which is indicative of IL layering.\(^{37–39}\) and

![Figure 6. Predicted quantum capacitance (\( C_Q \)) values for electrodes with the listed metals bound to a monovacancy (M–MV) or divacancy (M–DV) site as a function of local electrode potential (\( \phi_{\mu} \)). In each panel, \( C_Q \) ranges from 0 to 200 \( \mu \text{F/cm}^2 \).](image1)

![Figure 7. Excess electrode charge density (\( \sigma \)) as a function of local electrode potential (\( \phi_{\mu} \)) for graphene with a metal atom bound to a monovacancy (M–MV) (a and b) and divacancy (M–DV) (c and d) site. The upper (lower) panels refer to the cathode (anode). The shaded region represents pristine graphene.](image2)

![Figure 8. Mass density (\( \rho_m \)) profiles for BMIM and PF\(_6\) as a function of distance from the electrode (\( z \)) for the (a) Ti–MV, (b) Ti–DV, (c) Ni–MV, and (d) Ni–DV cases when \( \sigma = 0 \mu \text{C/cm}^2 \).](image3)
become bulk-like after 3 nm. In every case, the first BMIM peak is quite pronounced, which demonstrates that the BMIM ring and tail retain the well-known parallel alignment with the graphene sheet, similarly to the pristine graphene case. However, the three PF₆ peaks in the first layer (z ≈ 3–5 Å) become noticeably less pronounced when the M atom elevation exceeds 1 Å, indicating that the PF₆ ions lose the well-known distinct orientation of parallel planes of F, P, and F atoms observed near planar electrodes. For both PF₆ and BMIM, the preferential orientation of the first IL layer near pristine graphene is due to the electrode–electrolyte van der Waals (vdW) interactions. The charge redistribution due to the M–V complexes, however, introduces electrostatic interactions which can dominate over vdW interactions. As a result, PF₆ ions are electrostatically attracted toward the electropositive M atom; when the M atom is sufficiently elevated (>1 Å), PF₆ also rotates to more efficiently screen the M atom, thereby losing its previous orientation. BMIM ions, on the other hand, remain flat due to a combination of vdW and electrostatic attraction to the slightly electronegative graphene lattice. To clarify this behavior, we depict a snapshot of the Ti–MV electrode with adjacent IL ions in Figure S7.

In the case of pristine graphene, the number density of BMIM and PF₆ (and ρᵢ given the similarity of their molecular weights) in each layer tends to be nearly equal in order to maintain charge neutrality. This is also observed to be true in the Ni–DV case despite the large fluctuation of charge along the lattice (the partial charge of Ni is 0.63 ε in this case) since Ni remains within the graphene plane. However, in the other three metal-doped cases, the spatial number density balance between BMIM and PF₆ is no longer maintained. For example, the second IL layer (z ≈ 9 Å) exhibits an increasingly broadened PF₆ peak as the displacement of the M atom increases while the BMIM peak remains nearly the same. This suggests that due to the presence of the M atoms, ions segregate within the EDL to varying degrees. We can quantify this behavior using χ (the mixing parameter) as a function of z:

\[ \chi_i(z) = \frac{\int_0^z \rho_{iM}(z') \, dz'}{\int_0^z \sum \rho_{iM}(z') \, dz'} \]

where \( i \) refers to the ion species of interest, \( j \) refers to each ion species present, and \( MW \) is the molecular weight. In this case when \( \chi_i = 0.5 \), the cumulative number of ion \( i \) is perfectly balanced by the other ion species. Figure 9 depicts \( \chi_{BMIM} \) for each case studied; around 2 < z < 5 Å, it is evident that \( \chi_{BMIM} \) increases as the elevation of the M atom increases, which is consistent with the aforementioned competition (synergism) of electrostatic and vdW interactions between the electrode and PF₆ (BMIM).

From the distribution of electrode and IL atoms with fixed atomic charges, we can also compute the space charge variation (ρₐ not shown). We then obtain the potential variation (φ) by solving Poisson’s equation:

\[ \nabla^2 \phi = -\frac{\rho_i}{\varepsilon_0} \]

where \( \varepsilon_0 \) is the vacuum permittivity (details are described in the Supporting Information). In Figure 10, we show φ as a function of z for (a) Ti–MV, (b) Ti–DV, (c) Ni–MV, and (d) Ni–DV; the φ of the bulk electrolyte is taken as reference (φ = 0 V). To interpret the φ profiles, it is helpful to separately examine their variation in the IL region and the near-electrode region between the electrode and first IL layer. First, we study how the microstructure of the IL ions affects φ close to the electrode (2 < z < 5 Å) as this is where discrepancies in the IL region between the different cases noticeably appear. In accordance with an increasing degree of BMIM segregation (Ni–DV < Ti–DV ≈ Ni–MV < Ti–MV cases), φ at the IL region interface (z ≈ 5 Å) also increases; the accumulation of net positive charge close to the interface leads to a proportional increase in φ. Between the electrode and the IL region interface, however, φ rapidly drops if the M atom is elevated due to the local electric field generated from the charge redistribution within the electrode; the extent of the drop in φ therefore increases as either the M atom elevation and/or the charge differential between the M atom and graphene lattice increases. As a result of both of these factors, the surface potential relative to the bulk potential, otherwise known as the potential of zero charge (φₐ), varies as 0.01 > –0.31 > –0.89 > –1.35 V for the Ni–DV > Ni–MV > Ti–DV > Ti–MV cases. We should note that in the pristine graphene case, φₐ is predicted to be essentially zero.

Near Charged Electrodes. Figure 11 shows the ρₐ profiles for BMIM and PF₆ for the Ti–MV, Ti–DV, Ni–MV, and Ni–DV cases, respectively when \( \sigma = –4.75 \mu C/cm^2 \) (a–d) and \( \sigma = 4.75 \mu C/cm^2 \) (e–h). Near each charged electrode, the ρₐ profiles exhibit alternating counterion/co-ion layering that dampens away from the electrode and extends around 3 nm before showing bulklike characteristics; this layering behavior is consistent with previous experimental studies near charged surfaces. Near the negative electrode, the first BMIM peak tends to be very pronounced, indicating the well-known preference for the positively charged BMIM rings to align parallel to the electronegative graphene lattice due to electrostatic attraction. At the same time, the presence
of PF₆ is shifted away from the electrode and loses its preferential orientation due to electrostatic repulsion; note that the PF₆ profile retains those initial three peaks in the Ti–DV case which suggests the preservation of some order. Near the positive electrode, the three PF₆ peaks in the first layer (representing F, P, and F atoms, respectively) are also pronounced. Yet similarly to when the electrodes are neutral, the rigidity of the PF₆ orientation is diminished when the M atom elevation exceeds 1 Å.

To further clarify the nature of the microstructure, we calculate $\chi$ for the counterion near each electrode, as shown in Figure 12a and b. Near the negative electrode, it is apparent that the degree of BMIM segregation decreases directly with the M atom elevation. In contrast, the degree of PF₆ segregation increases inversely with the M atom elevation. Both of these observations are consistent with the previously described interaction of the M atom with PF₆ and BMIM, which is predominately electrostatic in nature.

By affecting the ion segregation near the electrode, the M–V complexes also alter the screening efficiency which can be quantified with $\beta$ (the screening parameter) as a function of $z$:

$$\beta = -\frac{\int_0^z \rho(z') \, dz'}{\sigma}$$

where $\beta = 1$ indicates perfect screening of the electrode charge. Our results, shown in Figure 12c and d, show that the IL ions in the first layer overscreen the near-surface electric field, which is typical at small voltages. Here, the impact of ion segregation on the IL screening becomes immediately obvious—the increased counterion segregation expectedly increases the overscreening as demonstrated by the comparative intensities of the first $\beta$ peaks. Also note that the location of the $\beta$ peaks shifts away from the electrode in accordance with the M atom elevation, further supporting the ion segregation behavior.

Figure 13 shows the predicted variation in $\phi$ near the negative (a–d) and positive (e–h) electrodes for each defect case. Near the negative (positive) electrode, the overall increase (decrease) in $\phi$ in the IL region ($2 < z < 5$ Å) becomes greater in proportion to the degree of counterion segregation (or by analogy, the extent of overscreening). From the IL region interface to the electrode surface, $\phi$ expectedly drops (rises) near the negative (positive) electrode due to the applied electric field. Here, $\phi$ is further influenced if the M atom is elevated due to the local electric field generated from the charge redistribution of the electrode. As the M atom elevation and/or partial charge increases, the drop (rise) in $\phi$ is enhanced (mitigated) near the negative (positive) electrode.

From the predicted electrode surface potentials relative to the bulk potential ($\phi_B$), we calculate the overall charge in potential as the difference between $\phi_D$ and $\phi_B$. We can therefore evaluate the (integral) double layer capacitances $C_D = \sigma/(\phi_D - \phi_B)$, which we extend to include $\sigma = \pm2.38$ and $\pm9.5$ μC/cm², and compare them in Figure 14. Although $\phi_B$ widely varies, it is evident that the variation in $C_D$ (and $\phi_D - \phi_B$) is only as much as 20%; this suggests that the observed perturbations to the microstructure due to differences in M atom elevation and partial charge only weakly influence $C_D$.

Furthermore, our results indicate that the presence of these M–V complexes consistently enhances $C_D$ near the cathode (by as much as 20%) when compared to the pristine graphene case with $\sigma = 4.75$ μC/cm² (extrapolated from ref 12). However, near the anode, the $C_D$ of the metal-doped cases tend to fluctuate around that of pristine graphene.
consistent results in the pristine and M-doped graphene cases. Results for pristine graphene were extrapolated from ref 12. The dashed lines are to guide the reader's eye.

Figure 14. Integral double layer capacitance ($C_D$) as a function of excess surface charge density ($\sigma$) for Ti–MV, Ti–DV, Ni–MV, Ni–DV and pristine graphene cases. Results for pristine graphene were extrapolated from ref 12. The dashed lines are to guide the reader's eye.

**Metals-Doping Effect on the Total Interfacial Capacitance.** We estimate the total interfacial capacitance ($C_T$) as a function of applied potential ($\phi$) as $C_T = 1/C_D + 1/C_Q$.

Figure 15. Predicted total interfacial capacitance ($C_T$) values for each metal-doped graphene case as a function of applied potential ($\phi$). For reference, the $C_T$ of pristine graphene in [BMMIM][PF$_6$] IL is also included. The dashed line is to guide the reader's eye.

consistently outperform that of pristine graphene at both the anode and cathode; the Ni–DV case is particularly noteworthy with an enhancement of around 1–2 $\mu$F/cm$^2$ within ±1 V. We can attribute this improvement to the increased $C_Q$ of the M–V complexes studied (the integral $C_Q$ tend to vary significantly between 8 and 92 $\mu$F/cm$^2$ since the influence of metal-doping on $C_D$ is marginal. These results suggest that metal-doping can be an effective strategy to mitigate the $C_Q$ limitation of sp$^2$-bonded carbon electrodes, thereby allowing further improvements in $C_D$ (whether through structural or other modifications) to manifest in the overall performance of supercapacitors.

We should point out that our quantitative prediction for $C_T$ is based on several assumptions; the following factors should be considered in future investigations to improve accuracy. For instance, we have ignored the possible polarization at the electrode–electrolyte interface, which can affect the electrode charge redistribution, the EDL microstructure, and ultimately, $C_D$ (which is likely underestimated). In addition, we recognize that conventional DFT can introduce self-interaction errors; the resultant erroneous description of charge localization can be mitigated using hybrid functional methods. We also omit the possible influence of IL interactions with the electrode on its electronic structure, which may alter $C_Q$ to a certain extent. Nonetheless, our study clearly shows that the inclusion of M impurities in sp$^2$-bonded carbon nanomaterials can significantly enhance EDLC performance primarily by dramatically improving $C_Q$.

**SUMMARY**

We examined the influence of metal-doped graphene in [BMMIM][PF$_6$] IL on the electrode and electric double layer (EDL) capacitances using a combination of DFT and classical MD simulations. We considered 3d transition metals (M) bound to mono- (MV) and di- (DV) vacancy sites in graphene. Our electronic structure analysis demonstrated that the introduction of these M–V complexes induces quasi-localized states. From the predicted electronic density of states, we evaluated the quantum capacitance ($C_Q$) of each M-doped electrode and compared them to pristine graphene. Due to the augmented availability of states, the charge storage capacities of each M-doped electrode were generally found to exceed that of pristine graphene, and in some cases, by as much as 500% (at a local potential of 1 V). We also studied the influence of these M–V complexes on the EDL microstructure using a few selected cases as model systems. We found that the microstructure can be perturbed; in particular, PF$_6$ (BMMIM) ions can accumulate near (spread away from) the M atom. When the electrodes are charged, counterion segregation becomes more apparent near the cathode (anode) as the M atom elevation increases. Despite these perturbations to the EDL, the estimated double layer capacitance ($C_D$) was found to be mostly within 20% of the pristine graphene case (while the potential of zero charge was predicted to vary on the order of 1 V depending on the type of M–V complex). Based on $C_Q$ and $C_D$, we evaluated the total interfacial capacitance ($C_T$) and found that the M-doped cases were consistently enhanced by as much as 125% (within ±1 V) when compared to pristine graphene. Our study clearly demonstrates that M-doping of graphene-like electrodes can effectively mitigate the $C_Q$ limitation, thereby significantly enhancing EDLC performance.

**COMPUTATIONAL METHODS**

**Density Functional Theory.** The atomic and electronic structures of each M–V complex were calculated using DFT within the Perdew–Burke–Ernzerhof generalized gradient approximation (GGA-PBE), as implemented in the Vienna Ab initio Simulation Package (VASP). We employed the projector augmented wave (PAW) method to describe the interaction between core and valence electrons, and a plane wave basis set with a kinetic energy cutoff of 400 eV. The pristine and M-doped graphene sheets were modeled using a 5 × 5 hexagonal supercell with the GGA-optimized lattice constant of 2.466 Å (which is slightly larger than the experimental value of 2.461 Å); each supercell had one metal atom and 49 (48) C atoms in the M–MV (M–DV) cases, corresponding to a defect density of 7.6 × 10$^{13}$ cm$^{-2}$. Periodic boundary conditions were employed in all three directions with a vacuum gap of 10 Å in the vertical direction to separate the graphene system from its periodic images. For the Brillouin zone integration, we used a $\Gamma$ (12 × 12 × 1) Monkhorst–Pack (MP) k-point mesh for geometry optimization and energy calculations, and a (15 × 15 × 1) MP k-point mesh to ensure convergence for electronic structure calculations. Details on the calculations for pristine graphene can be found in ref 12. Metal-doping induced charge redistributions were determined using grid-based Bader analysis.
Classical Molecular Dynamics. We employed MD simulations with the OPLS-AA force field\(^5\)\(^,\(^6\)\) to determine the microstructure of [BMIM][PF\(_6\)] and potential near the selected electrodes when \(\sigma = 0, \pm 2.38, \pm 4.75, \) and \(\pm 9.50 \mu C/cm^2\). The Lennard-Jones parameters for Ti and Ni were adopted from previous work by Heinz and co-workers\(^5\)\(^,\(^6\)\) and Minoshima and co-workers.\(^5\)\(^,\(^4\)\) details on other force field parameters can be found in ref 12. As illustrated in Figure 1, the simulation domain consists of 356 [BMIM][PF\(_6\)] IL pairs sandwiched between two electrodes (34.18 Å \(\times\) 39.46 Å) separated by 100 Å in the z-direction with periodic boundary conditions in the x- and y-directions. Here, the structure and charge distribution of the electrodes were determined from DFT calculations (additional details are summarized in Table 1). Note that we set the domain large enough such that the electrolyte maintains a bulk density of 1.33 g/cm\(^3\), which is close to experimental values.\(^55\) We annealed and quenched each MD simulation initially at 1000 K for 1 ns followed by 1 ns at 300 K for two cycles, and then further equilibrated for 3 ns at 300 K using a time step of 1 fs. Production runs were carried out for 4 ns with atomic positions recorded every 5 ps. All runs were in the NVT ensemble with the target temperature controlled by a Nose–Hoover thermostat\(^56\) with a 100 fs damping parameter. All MD simulations were performed with the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) program.\(^57\) MD results reported herein were obtained from the average of five independent simulations with different initial atomic configurations.
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1 Supporting Information

Additional content is available that includes the calculated binding energies, geometric data, magnetic moments, total DOS, and band-decomposed charge density isosurfaces, and Bader charge distributions concerning M–V complexes. A snapshot of the first IL layer in the Ti–MV case is also included. In addition, further details on the method used to solve Poisson’s equation are provided. This material is available free of charge via the Internet at http://pubs.acs.org/.
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